
 
 MIV_RV32 Migration Guide

Introduction
This document describes the Libero® SoC design migration process for Mi-V Soft Processors. The legacy
CoreRISCV_AXI4, MIV_RV32IMA_L1_AHB, MIV_RV32IMA_L1_AXI, and MIV_RV32IMAF_L1_AHB soft processor
cores are to be replaced with a single highly-configurable MIV_RV32 soft processor core. The objective of this
document is to ease the customer Hardware (HW) and Firmware (FW) migration process to the MIV_RV32 platform.

In this document, the CoreRISCV_AXI4, MIV_RV32IMA_L1_AHB, MIV_RV32IMA_L1_AXI, and
MIV_RV32IMAF_L1_AHB soft processor cores are collectively referred to as MIV_Legacy cores. The MIV_RV32IMC
v2.1.100 and MIV_RV32 v3.0.100 or greater are collectively referred to as MIV_RV32, unless otherwise stated.
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1. Reasons to Migrate
The following sections explain why an existing Libero SoC and accompanying Software design should be migrated to
MIV_RV32.

1.1 MIV_RV32 Core
The CoreRISCV_AXI4 core is no longer recommended for new designs. The MIV_RV32 IMA_L1_AHB/MIV_RV32
IMA_L1_AXI/MIV_RV32 IMAF_L1_AHB Mi-V cores are minimally configurable, and the unused features are left in
place during post Synthesis. If the requirement is low resource and medium performance without the need for cache,
the MIV_RV32 core should be used. Where cache is required, the MIV_Legacy core should be retained. The
MIV_RV32 will be enhanced over time to supersede the MIV_Legacy cores.

1.2 MIV_RV32 HAL
MIV_RV32 HAL v3.0 or greater contains bug fixes and adds support for the MIV_RV32 core.
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2. Migrating Hardware Configurations
Migrating designs from a MIV_Legacy configuration to a MIV_RV32 configuration is relatively straight forward. The
MIV_Legacy cores have a fixed memory map based on their Hardware Architecture. They use the MEM interface for
cached instructions and data, and the MMIO interface for peripherals and non-cached memory.

The following figure shows the fixed memory map of the MIV_Legacy cores.

The following figure shows a typical system.

2.1 Peripherals Connected to the MEM Interface
The primary function of the MEM interface in a MIV_Legacy core is to allow cached access to software code and
data. It can be connected to SRAM embedded within the FPGA or to discrete DDR memory devices. The MEM
interface has a restricted address range on the MIV_Legacy cores from 0x8000_0000 to 0x8FFF_FFFF. The
MIV_RV32 core does not feature a cache, instead it features a Tightly Coupled Memory (TCM).
Note:  The TCM must be used in preference to SRAM in systems where the processor requires faster memory
accesses. The address range for the MEM interface on the MIV_RV32 core is much less restrictive and is described
in the following sections.

2.1.1 SRAM
The typical use of the MEM interface is interfacing a memory. When using SRAM, the configuration can be an AHB or
an AXI as shown in the following figure.
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The TCM in the MIV_RV32 core operates in the same way as external SRAM, except with lower latency due to it
being internally coupled to the core.

2.1.1.1 Configuring the TCM
Review the maximum size of TCM available in the relevant MIV_RV32 Handbook. The TCM must have a start
address greater than 0x1000_0000.
Note:  The TCM on the MIV_R32 is limited to a maximum size of 256 Kbytes in v3.0.x.

The TCM is enabled from the Configuration tab of the Configuration window.
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The depth of the TCM, up to the maximum defined TCM size, is calculated from its accessible range in the Memory
Map tab of the Configurator window.
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The following table gives examples of TCM address widths and their corresponding memory depth.

Start Address End Address Depth # 32-Bit Words Kbytes

0x8000_0000 0x8000_03FF 0x400 256 1

0x8000_0000 0x8000_07FF 0x800 512 2

0x8000_0000 0x8000_0FFF 0x1000 1024 4

0x8000_0000 0x8000_1FFF 0x2000 2048 8

0x8000_0000 0x8000_3FFF 0x4000 4096 16

0x8000_0000 0x8000_7FFF 0x8000 8192 32

0x8000_0000 0x8000_FFFF 0x1_0000 16384 64

0x8000_0000 0x8001_FFFF 0x2_0000 32768 128

2.1.2 DDR
DDR can be used as external memory available to the core. As the core features AHB and AXI3/AXI4 interfaces with
no addressing restrictions, except a start address greater than 0x1000_0000, the DDR can be connected to either of
these interfaces depending on the slave interface type and the accessible range given in the Memory tab.
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The MIV_RV32 data interfaces are 32 bits wide. In many instances DDR can require 64-bit data access. In this case,
an IP core such as CoreAXI4Interrconnect can be used to provide data width conversion for DDR memory. It
should be noted that MIV_RV32 does not feature an L1 cache and as such AXI burst transactions are not available.
In this instance, careful consideration should be given before migrating to MIV_RV32 as performance with DDR will
be limited.

2.2 Peripherals Connected to the MMIO Interface
Each peripheral connected to a Mi-V Legacy core has an APB interface and is connected to an APB bus. As the
MIV_Legacy core does not have an APB interface, use the APB bus bridges as shown in the following figure.

The following figure shows the bridges required to convert from AXI to APB when using a MIV_Legacy core.
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The following figure shows that as MIV_RV32 features an APB interface, no conversion is required.

2.3 Mirrored Master Interfaces
If MIV_RV32 is the only core that is going to access a memory or a peripheral and there are no additional peripherals
connected on the interface, the Mirrored Master mode can be selected to allow a direct connection. It improves
performance and reduces area as a bus master is not used.
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It can be enabled by selecting the Mirrored Master options under the Interface Options in the Configurator window.

For example, the following figure shows APB and AHB SRAMs connected directly to the MIV_RV32 using the
Mirrored Master configuration. After place-and-route, the following design has used 4774 logic elements.
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The following figure is the equivalent design, without the mirrored masters. After place-and-route, the following design
has used 4927 logic elements.

2.4 Interfaces and Memory Maps
When migrating a design from an MIV_Legacy core to an MIV_RV32 core, there are several ways to configure the
updated design to retain the functionality of the original, while taking advantage of the benefits of the MIV_RV32 core.

Sample designs are shown in the following sections, featuring an AHB as the primary configuration. The same
configurations can be applied to the AXI cores as well.

2.4.1 Sample Design 1 – Base Design

2.4.1.1 MIV_Legacy Configuration
Memory is connected to the MEM interface at 0x8000_0000. Peripherals are connected to the MMIO interface at
0x6000_0000.
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2.4.1.2 MIV_RV32 Configuration
TCM is enabled and set to start at 0x8000_0000 and end at 0x8000_FFFF. The APB bus is enabled and configured
to start at 0x6000_0000 and end at 0x6FFF_FFFF. The configuration settings for this example are shown in the
following figures.
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2.4.2 Sample Design 2 – Base Design with DDR

2.4.2.1 MIV_Legacy Configuration
SRAM is connected to the MEM interface at 0x8000_0000 with DDR connected at 0x8001_0000. Peripherals are
connected to the MMIO interface at 0x6000_0000.

2.4.2.2 MIV_RV32 Configuration
TCM is enabled and set to a range from 0x8000_0000 to 0x8000_FFFF to run the application code. The AHB or AXI
interfaces can be used to access the DDR in mirrored master mode with a range from 0x8001_0000 to
0x8FFF_FFFF. The APB interface is enabled with a range from 0x6000_0000 to 0x6FFF_FFFF.

By enabling the AHB master, it allows the AHB Master address fields of the memory map tab to be edited. The same
applies to the APB and AXI masters along with the TCM.
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2.4.3 Sample Design 3 – Base Design with DDR and a Second Master

2.4.3.1 MIV_Legacy Configuration
SRAM is connected to the MEM interface at 0x8000_0000 with DDR connected at 0x8001_0000. Peripherals are
connected to the MMIO interface at 0x6000_0000. Master 2 is connected to the AHB bus used by the MEM interface
accessing DDR.
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2.4.3.2 MIV_RV32 Configuration
TCM is enabled and set to a range from 0x8000_0000 to 0x8000_FFFF to run the application code. The AHB or AXI
interfaces can be used to access the AHB bus and DDR with a range from 0x8001_0000 to 0x8FFF_FFFF. The APB
interface is enabled with a range from 0x6000_0000 to 0x6FFF_FFFF. Master 2 can access DDR through the AHB
bus.

The block diagram and configuration windows show how to enable this setup.
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2.4.4 Sample Design 4 - Base Design with DDR and Second Master

2.4.4.1 MIV_Legacy Configuration
SRAM is connected to the MEM interface at 0x8000_0000 with DDR connected at 0x8001_0000. Peripherals are
connected to the MMIO interface at 0x6000_0000. Master 2 is connected to the cached MEM AHB bus accessing the
application code and DDR.
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2.4.4.2 MIV_RV32 Configuration
TCM is enabled and set to a range from 0x8000_0000 to 0x8000_FFFF to run the application code. The AHB or AXI
interfaces can be used to access the AHB bus and the DDR with a range from 0x8001_0000 to 0x8FFF_FFFF. The
APB interface is enabled with a range from 0x6000_0000 to 0x6FFF_FFFF. Master 2 can access the DDR through
the AHB bus and can access the application code in TCM using the TAS interface; making this change requires an
APB master interface on Master 2.

The following block diagram and configuration windows show how to enable this setup.
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2.4.5 Sample Design 5 - Base Design Bootloader from SPI Flash

2.4.5.1 MIV_Legacy Configuration
Memory is connected to the MEM interface at 0x8000_0000. Peripherals are connected to the MMIO interface at
0x6000_0000. The bootloader is configured to pull data from a SPI flash. The bootloader reset holds the
MIV_Legacy in reset while the memory is initialized.
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2.4.5.2 MIV_RV32 Configuration
TCM is enabled and set to start at 0x8000_0000 and end at 0x8000_FFFF. The APB master is enabled and
configured to start at 0x6000_0000 and end at 0x6FFF_FFFF. The TCM APB Slave (TAS) interface is enabled to
allow the bootloader to write data to the TCM. The bootloader holds the TCM_CPU_DISABLE_ACCESS input high to
prevent the core reading from the TCM, this input becomes available when the TAS is enabled. It means that the core
is not held in reset. If the core is held in reset, the interface logic for the TCM and the TAS will also be reset, causing
the write operation to the TCM to fail.
Note:  It maybe the case that the core requires a reset after the initialization has completed.

The following block diagram and configuration windows show how to enable this setup.
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2.4.6 Sample Design 6 – Base Design Booting from eNVM and SRAM Used as RAM

2.4.6.1 MIV_Legacy Configuration
SRAM is connected to the MEM interface at 0x8000_0000 and used as RAM. eNVM is connected to the MMIO
interface at 0x7000_0000 and used to store the read only application code. Peripherals are connected to the MMIO
interface at 0x6000_0000. The core resets and boots from eNVM and uses the SRAM to hold the application data. As
eNVM is read only, there is no code corruption, if an error occurs during execution.
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2.4.6.2 MIV_RV32 Configuration
TCM is enabled and set to start at 0x8000_0000 and end at 0x8000_FFFF and is used in place of SRAM shown in
the preceding figure. The AHB interface is enabled to start at 0x7000_0000 and end at 0x700F_FFFF to interface the
eNVM. The APB master is enabled and configured to start at 0x6000_0000 and end at 0x6FFF_FFFF.

The following block diagram and configuration windows show how to enable this setup.
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2.5 System Time
The MIV_RV32 core features an internal 64-bit internal counter. The internal counter has the same function as the
counter found in the PRCI module of the MIV_Legacy cores. It can be used:

• To generate a time value for the processor.
• To generate a time value for the system.

This counter is disabled by default and must be enabled for use. Once enabled, a 64-bit top-level output
(TIME_COUNT_OUT) is exposed to provide a time value to the system. In the default mode (counter disabled), a 64
bit top-level input is available (TIME_COUNT_IN) to provide a time value directly to the processor.

The processor also features a 64-bit compare register, which can be used to generate interrupts to the processor’s
timer interrupt. This can be enabled if needed, and the processors timer interrupt input is connected to the time count
compare register. If it is not needed, the disabled top-level TMR_IRQ input is available on the core.

2.5.1 Sample Design 7—Internal MTIME and Internal MTIME IRQ
In this design as shown in the following figure, MIV_RV32 (A) has its internal counter enabled and MIV_RV32 (B)
has its counter disabled. The MIV_RV32 (B)receives a time value from the “TIME_COUNT_OUT” of the MIV_RV32
(A). Both the processors have their internal compare registers enabled to generate independent periodic interrupts.
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2.5.2 Sample Design 8—External MTIME and External MTIME IRQ
In this sample design, MIV_RV32 (A) receives time from a system time generator and internally generates an
interrupt. MIV_RV32 (B) receives time and a timer interrupt from the time generator.

 
Migrating Hardware Configurations

© 2020 Microchip Technology Inc.  User Guide DS00003723A-page 30



2.6 Debug
MIV_RV32 features a JTAG compliant debug unit. A key difference between this debugger and the MIV_Legacy
cores debugger is that the debugger is optional in the MIV_RV32. If the debug is not needed in a design, the feature
can be disabled in the Configurator window.
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A critical debug difference relates to the JTAG TRST polarity. The MIV_Legacy cores are active high JTAG_TRST,
whereas the MIV_RV32 from v3.0.100 onwards uses an active low JTAG_TRSTN. A typical Libero MIV_RV32 design
with debug features uses CoreJTAGDebug IP. Therefore, the user needs to ensure the correct polarity is used for the
MIV_RV32. The following figures illustrate a typical design and the configuration of JTAG_TRST polarity on
CoreJTAGDebug.
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2.7 ECC
Some of the MIV_Legacy cores have support for ECC on their caches. As the MIV_RV32 does not have a cache, it
does not need this protection, but there are SRAM implementations within the core that can be protected from errors.

1. In its standard configuration, the MIV_RV32 core uses RAM-based General Purpose Resources (GPRs).
These are susceptible to errors.
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1.1. By enabling the GPR Registers option for the core, generates GPRs as registers, which are not
susceptible to the same errors.

1.2. By enabling the ECC option for the core, generates a fabric EDAC wrapper around the RAM-based
GPRs and any single bit errors are corrected and cause an interrupt to be generated to the hart.
Double bit errors cause a soft reset.

2. If the TCM is enabled, it may also need error protection.
2.1. By enabling the ECC option for the core, generates a fabric EDAC wrapper around the RAM-based

GPRs and any errors cause interrupts to be generated to the hart.

2.8 Interrupts
MIV_RV32 does not feature a PLIC like the MIV_Legacy cores. It has support for the three standard interrupts
defined in the RISC-V Spec (Soft, Timer, and External) and also has the option to generate up to six additional
external interrupts. An option to use Vectored Interrupts is also provided on the MIV_RV32 configuration GUI as
shown in the following figure.
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2.8.1 Sample Design 9 – Single Interrupt Source

2.8.1.1 MIV_Legacy Configuration
In this sample design, MIV_Legacy has one interrupt source with the remaining 31 PLIC interrupts tied low.

uint8_t External_1_IRQHandler()
{
    return(EXT_IRQ_KEEP_ENABLED);
}

2.8.1.2 MIV_RV32 Configuration
The interrupt source is connected to EXT_IRQ input of MIV_RV32.
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There are no configuration options that need to be selected to use EXT_IRQ. If required, you can enable the
Vectored mode.

uint8_t External_IRQHandler()
{
    return(EXT_IRQ_KEEP_ENABLED);
}
int main(int argc, char **argv)
{
    HAL_enable_interrupts();
    
    asm volatile("wfi");
}

2.8.2 Sample Design 10 – Multiple Interrupt Sources

2.8.2.1 MIV_Legacy Configuration
In this sample design, MIV_Legacy has an interrupt source generating an interrupt for PLIC_IRQ[0], and a second
source generating interrupts for PLIC_IRQ[1] and PLIC_IRQ[2] with the remaining PLIC interrupts tied low.

uint8_t External_1_IRQHandler()
{
    return(EXT_IRQ_KEEP_ENABLED);
}

uint8_t External_2_IRQHandler()
{
    return(EXT_IRQ_KEEP_ENABLED);
}

uint8_t External_3_IRQHandler()
{
    return(EXT_IRQ_KEEP_ENABLED);
}

2.8.2.2 MIV_RV32 Configuration
The interrupt source generating a single interrupt is connected to the EXT_IRQ, and the source generating the two
second interrupts is connected to two of the custom external interrupts.
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void External_IRQHandler()
{

}

void MSYS_E10_IRQHandler(void)
{

}
void MSYS_E11_IRQHandler(void)
{

}

2.9 RISC-V Extensions
The MIV_RV32 core can use the base RISC-V Integer extension along with the Multiply and/or Compressed
extensions as shown in the following figure. The multiply extension can be used with several versions of multipliers,
depending on the processor frequency required and processor performance needed; multiplication can be completed
in 1 cycle, 2 cycles or 32 cycles. The MIV_Legacy cores featured the Integer, Multiplication and Atomic extensions.
The I and M extensions can be enabled in the MIV_RV32 core and the Atomic extension is used for mutli-core
systems, if atomics are required, an MIV_Legacy core must be used.

2.9.1 RISC-V I Extension
This is the base RISC-V extension and is required in all cores.

2.9.2 RISC-V M Extension
The M extension adds multiply and divide instructions to the core. These can be used in place of software
equivalents to improve code performance while increasing the area of MIV_RV32.
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A benefit will only be seen from the RISC-V Multiply extension, if multiply operations are used frequently by software.

The multiplier in MIV_RV32 can be one of several types: MACC, MACC Pipelined, and Fabric, as seen in the
following figure.

The MACC options use the math blocks included in the FPGA fabric to carry out the multiplication operations, while
the fabric option instantiates a fabric multiplier.

Using the non-pipelined multiplier option, operations complete in one cycle.

Using the pipelined multiplier option, operations complete in two cycles.

Using the fabric multiplier option, operations complete in 32 cycles.

Using the 32-cycle multiplier can still be very beneficial, depending on the values being multiplied. Software
multiplication (that is, only using the RV32I extension) can take many multiples of 32-cycle to complete and will not
take the same number of cycles for different values. The fabric multiplier is still faster than this and completes
multiplication in 32-cycle regardless of values.

For application that rely heavily on multiplication operations, a MACC option is recommended. For those applications
that require less or none at all, a fabric multiplier can be used or the M extension can be excluded respectively.

2.9.2.1 Using Software Multiplication
Using the M extension with the following C code:

uint32_t val0 = 5;
uint32_t val1 = 7;
val0 = val0 * val1;

Compiles to the following RISC-V assembly:

lw    a4,-28(s0)
lw    a5,-24(s0)
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mul    a5,a4,a5
sw    a5,-28(s0)

With the highlighted “mul” instruction, taking a fixed number of cycles to complete depending on the multiplier type
chosen.

Using software multiplication, the same C code complies to the following RISC-V assembly:

lw    a5,-28(s0)
lw    a4,-24(s0)
mv    a1,a4
mv    a0,a5
jal    ra,80001330 <__mulsi3>
mv    a5,a0
sw    a5,-28(s0)

__mulsi3():
mv    a2,a0
li    a0,0
andi    a3,a1,1
beqz    a3,80001344 <__mulsi3+0x14>
add    a0,a0,a2
srli    a1,a1,0x1
slli    a2,a2,0x1
bnez    a1,80001338 <__mulsi3+0x8>
ret
    

The C code* for the loop being executed by the __mulsi3(): function is as follows:

unsigned int
__mulsi3 (unsigned int a, unsigned int b)
{
  unsigned int r = 0;
  while (a)
    {
      if (a & 1)
    r += b;
      a >>= 1;
      b <<= 1;
    }
  return r;
}

This loop executes until the multiplication operation has completed as opposed to the “mul” instruction available with
the M extension.

Note:  This function is included in the standard C library, included by GCC automatically when building your code, if
the M extension is not selected.

2.9.3 RISC-V C Extension
Twenty-five of the base RV32I instructions have a compressed variant, which can be used in place of the base
instruction. The compressed variant is only 16 bits instead of 32. This allows for a 20%–30% reduction in overall code
size for a given application.

The following figure is an example chunk of RISC-V instructions, each cell is a 32-bit memory location.

The following figure is the same chunk of instructions, but this time the C extension is included and the 16-bit
instructions are mixed with the 32-bit instructions.
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Using the C extension, it allows for a reduction in code size with a small increase in core area. The reduced code size
allows for a smaller TCM and reduced RAM usage, which outweighs the increase in area from adding the extension.
The C extension is recommended in most circumstances to reduce the code size.
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3. Migrating Software Projects
MIV_RV32 HAL v3.0.100 or greater is required to use MIV_RV32.

3.1 Prerequisites
• Download and install latest SoftConsole at https://www.microsemi.com/product-directory/design-tools/4879-

softconsole#downloads.
• Download and install latest Firmware Catalog at https://www.microsemi.com/product-directory/design-tools/

4880-firmware-catalog#downloads.

Note:  If you have Libero® SoC Software installed, you need not install the Firmware Catalog as it is included in the
Libero SoC Software.

3.2 Recommended Migration Process
The recommended way to migrate is to use the default Mi-V RV32IMA application from the SoftConsole workspace.

The migration process involves the following steps:

1. Generate the SoftConsole example projects from MIV_RV32 HAL v3.0, or greater, package in the firmware
catalog.

2. Import the miv-rv32i-systick-blinky example project into workspace.
3. Copy your application specific files (main.c and other application specific files including driver) into the miv-

rv32i-systick-blinky example project.
4. Replicate your application project properties like pre-processor, include paths, optimization levels, and so on in

the miv-rv32i-systick-blinky example project.
– The readme.txt document located in the root directory of miv-rv32i-systick-blinky example

project describes the linker script and macro combinations required for conditional compilation. If you
have any application specific modifications in the linker script, then those should also be ported to the
new linker script you are going to use for miv-rv32i-systick-blinky project.

– The default debug and release build configurations are provided with the miv-rv32i-systick-blinky
example project.

5. Build the Debug or Release target. Fix any build errors, if they occur.
6. Debug the application using debug or release launch configuration.

3.3 Example of Recommended Migration Process
The following steps describe migration to an MIV_RV32 core SoftConsole application.

1. In the Firmware catalog, search for the latest MIV_RV32 HAL v3.0.x, or greater. Right-click MIV_RV32
Hardware Abstraction Layer (HAL) to generate a sample project, as shown in following figure.
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2. In the Generate Sample Options dialog box, enter a folder location in which the project must be generated,
as shown in the following figure.

3. Open SoftConsole workspace and import the generated project using the option, as shown in the following
figure.
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3.1. Select General > Existing Projects into workspace and click Next.
3.2. Copy the root directory (the generated project path) or use Browse to navigate to the root directory.
3.3. Select the application in the directory to import and click Finish.
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The following figure shows the imported SoftConsole project in the workspace.

4. As described in the Recommended migration process section, replace your application specific files in the
example.

5. Open the hw_platform.h file and configure,
5.1. The peripheral base addresses as per the memory map generated by Libero SoC Software design.
5.2. The system clock frequency based on the Libero SoC Software design.

6. Right-click the project name and open the properties menu (last option in menu). The project settings offer six
types of configurations like debug and release configurations for Mi-V I, IMA, and IMC cores.
Note:  The selected configuration must match with the processor core in the design.
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7. Select the configuration that matches your processor design. Make any application specific changes like
pre‑processor, include paths and so on.

8. Click Apply and Close. The same process must be followed to build the release target.
9. Build the debug or release target. Fix any build errors that arise in the process.
10. Use the default build configurations and look for any application specific settings.
11. Launch the application in debug mode to test the functionality.

3.4 Updating the MIV_RV32 HAL
The MIV_RV32 HAL can be updated to the latest version. The source files are generated from the Firmware Catalog,
which is installed with Libero SoC Software.

1. Open the Firmware Catalog and search for hal.
2. Right-click MIV_RV32 Hardware Abstraction Layer (HAL) and click Generate. Select a location for the HAL

update files.
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3. After generating the HAL update, the hal and miv_rv32_hal folders from the SoftConsole project must be
updated. Note that the existing project specific linker script in the miv_rv32_hal folder will be over written. If
required, it must be backed up before deleting the folder.
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4. Copy the generated hal and miv_rv32_hal folders, generated by the Firmware Catalog into the SoftConsole
project.

3.5 Defining the Core to the HAL
The MIV_RV32 and MIV_Legacy cores handle traps and interrupts differently. They also have different methods of
causing internal interrupts. Each one includes unique interrupts, for example, a PLIC or ECC errors. Due to this, the
HAL must be configured for the core that is being used, by defining a symbol in the SoftConsole project properties.
This symbol must be defined in the following preprocessor settings. In C/C++ Build > Settings > Tool Settings >
GNU RISC-V Cross Assembler > Preprocessor, the symbol MIV_LEGACY_RV32 must be defined, if an
MIV_Legacy core is used.
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In C/C++ Build > Settings > Tool Settings > GNU RISC-V Cross Compiler > Preprocessor, the symbol
MIV_LEGACY_RV32 must be defined, if an MIV_Legacy core is used. If MIV_RV32 or MIV_RV32IMC core is used,
then no symbol needs to be defined.

Two additional defines can be included, depending on the configuration of the MIV_RV32 core to define the system
timer configuration of the core:

• MIV_RV32_EXT_TIMER
• MIV_RV32_EXT_TIMECMP

These symbols must be defined only when the internal MTIME and internal MTIMECMP options are not selected in
the IP Core configurations. These symbols must be defined in the following project settings path.

C/C++ Build > Settings > Tool Settings > GNU RISC-V Cross Compiler > Preprocessor.
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When the "Internal MTIME" and "Internal MTIMECMP" are enabled in the core (default configuration). The
SoftCosole project uses the same default settings and it works without adding any symbols to the project settings.
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3.6 Interrupts
In MIV_RV32 HAL v3.0.x or greater handler, names for the standard RISC-V interrupts have not been changed, that
is, external interrupt, software interrupt, and timer interrupt. If the MIV_LEGACY_RV32 symbol is defined in the GCC
pre-processor, the software is built to support the MIV_Legacy cores. If the symbol is not defined, then the software
will be built to support the MIV_RV32 core (as well as the MIV_RV32IMC core).

In the MIV_Legacy cores, PLIC interrupts cause the external interrupt to assert, and the core determines which
interrupt in the PLIC has occurred and jump to its handler. In the MIV_RV32 core, each interrupt has its own
encoding and a PLIC does not need to be polled to determine which interrupt has occurred.

3.6.1 Sample Design 11 – Single Interrupt Source

3.6.1.1 MIV_Legacy Configuration
In this sample design, MIV_Legacy has one interrupt source with the remaining 31 PLIC interrupts tied low.

The following code block is a software implementation of the interrupt handling.

uint8_t External_1_IRQHandler()
{
    return(EXT_IRQ_KEEP_ENABLED);
}

3.6.1.2 MIV_RV32 Configuration
The interrupt source is connected to the EXT_IRQ input of MIV_RV32.

The following code block is a software implementation of the interrupt handling.

uint8_t External_IRQHandler()
{
    return(EXT_IRQ_KEEP_ENABLED);
}

3.6.2 Sample Design 12 – Multiple Interrupt Sources

3.6.2.1 MIV_Legacy Configuration
In this sample design, MIV_Legacy has an interrupt source generating an interrupt for PLIC_IRQ[0] and a second
source generating interrupts for PLIC_IRQ[1] and PLIC_IRQ[2] with the remaining PLIC interrupts tied low.
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The following code block is a software implementation of the interrupt handling.

uint8_t External_1_IRQHandler()
{
    return(EXT_IRQ_KEEP_ENABLED);
}
uint8_t External_2_IRQHandler()
{
    return(EXT_IRQ_KEEP_ENABLED);
}
uint8_t External_3_IRQHandler()
{
    return(EXT_IRQ_KEEP_ENABLED);
}

3.6.2.2 MIV_RV32 Configuration
The interrupt source generating a single interrupt is connected to the EXT_IRQ core; the source generating the two
second interrupts is connected to two of the custom external interrupts.

The core configuration to enable CUSTOM_IRQ_0 and CUSTOM_IRQ_1 is as follows:

The following code block is a software implementation of the interrupt handling.

void External_IRQHandler()
{

}
void MSYS_E10_IRQHandler(void)
{

}
void MSYS_E11_IRQHandler(void)
{

}

3.7 MIV_RV32 Extensions
As MIV_RV32 supports any configuration of RV32I, RV32IM, RV32IC, or RV32IMC, the SoftConsole projects need to
be configured appropriately. In the Project Properties > C/C, select the check box for the Multiply extension
(RVM), if the M Extension is included in the core, select the check box for the Compressed extension (RVC), if the
C Extension is included in the core.
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3.8 Maintaining Performance in Code Implementations From MIV_Legacy
In some use cases, certain code requirements are needed in software running on MIV_Legacy. The main
requirement is that if memory is needed to appear consistent to another master accessing it, as shown in the
following use case.
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Due to the cache of MIV_Legacy, fence and fence.i instructions are required to make the memories in question
appear consistently to the other masters. As there is no cache on MIV_RV32, there is no requirement to execute
fence or fence.i instructions. Using the TAS to access, the TCM also appears consistently without fence or
fence.i instructions.

Any ported code with fence or fence.i instructions still executes on the MIV_RV32. The instructions themselves
have no effect when executed, but still need to be decoded, incurring a five-cycle delay.

Note:  Any code that is ported from a MIV_Legacy configuration to a MIV_RV32 configuration, should have any
fence and fence.i instructions removed.

3.8.1 Latency of fence and fence.i Instructions
The following figure is an example system to test the delay added by fence and fence.i instructions.
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Core 0 boots and executes the following code in main.
int main(int argc, char **argv)
{
    GPIO_init(&g_gpio0, COREGPIO_IN_BASE_ADDR, GPIO_APB_32_BITS_BUS);
    GPIO_set_outputs(&g_gpio0, 1);
}

Core 1 boots and executes the following code in main.
int main(int argc, char **argv)
{
    asm volatile("fence.i");

    GPIO_init(&g_gpio0, COREGPIO_IN_BASE_ADDR, GPIO_APB_32_BITS_BUS);
    GPIO_set_outputs(&g_gpio0, 1);
}

The time taken by each core to set its GPIO output indicates how long it takes to execute the code. The only
difference between the code being executed on both cores is that the core 1 executes a fence.i instruction before
initializing and setting its GPIO. The following figure shows that this result in core 1 settings is GPIO 5 cycles after
core 0.
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The code for core 1 is modified as in the following:
int main(int argc, char **argv)
{
    asm volatile("fence");

    GPIO_init(&g_gpio0, COREGPIO_IN_BASE_ADDR, GPIO_APB_32_BITS_BUS);
    GPIO_set_outputs(&g_gpio0, 1);
}

In this case, a fence instruction is executed instead of a fence.i instruction.

The same delay as seen with fence.i can been seen here. This delay is compounded every time and the
instruction is executed.
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