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First Thursday’s 

May 2  - Webinar 1: Discover Renode for PolarFire™ SoC Design and Debug

June 6 - Webinar 2: How to Get Started with Renode for PolarFire SoC

July 4  - Webinar 3: Learn to Debug a Bare-Metal PolarFire SoC Application with Renode

Aug. 1 - Webinar 4: Tips and Tricks for Even Easier PolarFire SoC Debug with Renode

Sept. 5 - Webinar 5: Add and Debug PolarFire SoC Peripherals with Renode

Oct. 3  - Webinar 6: Intro to PolarFire SoC MSS Configuration and Software Flow
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Supporting Content

www.microsemi.com/Mi-V “Renode Webinar Series”

http://www.microsemi.com/Mi-V
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Learn to Debug a Bare-Metal PolarFire
SoC Application with Renode

• Configuring debug sessions, external tools and launch 

groups

• PolarFire SoC on Renode

• PSE-Blinky project

• Demo



Learn to Debug a Bare-Metal PolarFire
SoC Application with Renode

Configuring debug sessions, external 
tools and launch groups
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Configuring debug sessions, 
external tools and launch groups

• Renode is an external tool that needs 

to be running before you try to debug

• Launching a debug session without 

Renode is like trying to debug with 

the board off

• Two ways to do this:

a) Manually launch Renode followed by GDB

b) Use a launch group to start Renode and then 

GDB
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Configuring debug sessions, 
external tools and launch groups

• Renode launches and a 

script is passed as an 

argument to tell it what 

platform to load 

• It can be launched 

independently or as part of 

a launch group
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Configuring debug sessions, 
external tools and launch groups

• External tool in launch 

group
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Configuring debug sessions, 
external tools and launch groups

Debug 

configuration for a 

hardware target

Starts openOCD (1) 

OpenOCD acts as 

GDB server (2)

GDB starts (3) and 

connects (4)

GDB startup

configuration for a 

hardware target

Symbols and 

executable loaded from 

ELF

Breakpoint set on main

Continue selected

SoftConsole Debug Session

Target (4)

GDB (3)

openOCD (1)

GDB 

server (2)
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Configuring debug sessions, 
external tools and launch groups

Debug 

configuration for a 

Renode target

Starts Renode (1)

Renode acts as GDB 

server (2)

GDB starts (3) and 

connects (4)

GDB startup

configuration for a 

Renode target

Initial reset selected

Symbols and 

executable loaded from 

ELF

Breakpoint set on main

Continue selected

SoftConsole Debug Session

GDB (3)

Renode (1)GDB 

server (2)

Target (4)
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Configuring debug sessions, 
external tools and launch groups

Debug configuration for a 

hardware target

1. Starts openOCD

2. openOCD creates a port for 

GDB

3. GDB starts and connects

1

2

3



12

Configuring debug sessions, 
external tools and launch groups

Debug configuration for a 

Renode target

• Assumes Renode is running 

and has created a port for 

GDB

1. openOCD not needed

2. GDB starts and connects

1

2
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Startup configuration for a 

hardware target

1. Symbols loaded from ELF

2. Executable loaded from 

ELF

3. Breakpoint set at main

4. Continue selected

Configuring debug sessions, 
external tools and launch groups

1

2

3

4
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Configuring debug sessions, 
external tools and launch groups

Startup configuration for a 

Renode target

1. Does an initial reset

2. Symbols loaded from ELF

3. Executable loaded from 

ELF

4. Breakpoint set at main

5. Continue selected

1

2

3

4
5
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Configuring debug sessions, 
external tools and launch groups

Debug 

configuration for a 

hardware target

Debug 

configuration for a 

Renode target

Start openOCD Start Renode

OpenOCD acts as 

GDB server

Renode acts as GDB 

server

GDB starts and 

connects

GDB starts and 

connects

Startup

configuration for a 

hardware target

Startup

configuration for a 

Renode target

Initial reset selected

Symbols and 

executable loaded from 

ELF

Symbols and 

executable loaded from 

ELF

Breakpoint set on main Breakpoint set on main

Continue selected Continue selected
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Configuring debug sessions, 
external tools and launch groups
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Configuring debug sessions, 
external tools and launch groups

• Multiple tools can be 

launched as part of a launch 

group

• Flow to use a launch group
1. Start Renode external tool

2. Wait for expression in console 

“Renode\ has\ been\ started\ successfully\ and\ is\

ready\ for\ a\ gdb\ connection”

3. Start GDB debug session

1 2
3
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Configuring debug sessions, 
external tools and launch groups

Adding a Renode platform to a launch group

1. Add the Renode platform to launch 

as a program

2. Launch mode: “Run”

3. Post launch action: “Wait for console 

output (regexp)”

1

2
3

4. Regular Expression: 

“Renode\ has\ been\ started\ successfully\ and\ is\ ready\ for\ a\ gdb\ connection”
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Configuring debug sessions, 
external tools and launch groups

Adding a debug configuration to a launch group

1. Select the debug session to be run

2. Launch mode: “Inherit”

3. Post launch action: “Wait until 

terminated”

1

2
3
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Configuring debug sessions, 
external tools and launch groups
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Configuring debug sessions, 
external tools and launch groups

• All Mi-V example 

projects have an 

included pre-

configured launch 

group to use with 

Renode
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Learn to Debug a Bare-Metal PolarFire
SoC Application with Renode

PolarFire SoC on Renode
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PolarFire SoC on Renode

• RV64IMAC Monitor Core: E51

• RV64GC Quad Core: U54

• Quad core: 4 x harts

• U54_1, U54_2, U54_3, U54_4

• Memory mapped peripherals 

and storage

• GPIO

• UART

• CAN

• MAC

• DDR

• …
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PolarFire SoC on Renode

• Renode Console

• Enter commands here

• See connected peripherals / 

memory map

• UART Analyzer 

• Shows UART output for a 

given instance
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PolarFire SoC on Renode

• monitor

• Initial Renode launch with no system loaded

• machine-0

• PolarFire SoC instance

• Each machine has a sysbus (system bus)

• CPUs and peripherals are connected to sysbus

• Sysbus

• E51 and U54 harts are connected to sysbus

• Memory mapped peripherals are connected to sysbus
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PolarFire SoC on Renode

Renode (monitor)

Machine-x

Sysbus E51

CPU slot 0

UART

U54 (hart 1)

CPU slot 1

U54 (hart 2)

CPU slot 2

U54 (hart 3)

CPU slot 3

U54 (hart 4)

CPU slot 4

GPIO Timer MAC SPI PLIC DDR
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PolarFire SoC on Renode

Renode (monitor)

Machine-a
Sysbus E51

CPU slot 0

UART

U54 (hart 1)

CPU slot 1

U54 (hart 2)

CPU slot 2

U54 (hart 3)

CPU slot 3

U54 (hart 4)

CPU slot 4

GPIO Timer MAC SPI PLIC DDR

Machine-b
Sysbus E51

CPU slot 0

UART

U54 (hart 1)

CPU slot 1

U54 (hart 2)

CPU slot 2

U54 (hart 3)

CPU slot 3

U54 (hart 4)

CPU slot 4

GPIO Timer MAC SPI PLIC DDR
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PolarFire SoC on Renode

Sysbus E51

CPU slot 0

UART

U54 (hart 1)

CPU slot 1

U54 (hart 2)

CPU slot 2

U54 (hart 3)

CPU slot 3

U54 (hart 4)

CPU slot 4

GPIO Timer MAC SPI PLIC DDR

SoftConsole

• If one hart is being debugged and is suspended – all harts are suspended

• I.E reaching a breakpoint and halting on the E51 will also cause the U54 harts to 

appear halted
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Learn to Debug a Bare-Metal PolarFire
SoC Application with Renode

PSE-BLINKY
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PSE-BLINKY

• Project configured to run 

on the PolarFire SoC 

Renode Emulation 

Platform

• Can debug a single hart or 

multiple

• Configured

• Hart 0: E51

• Hart 1: U54_1
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PSE-BLINKY

P
S

E
-B

L
IN

K
Y

config

Hw_config Hw_platform.h

Linker_scripts

aloe_bare_metal_ram.ld

pse_emulation-ram.ld

User_config

interrupt_cfg.h

User_config,h

drivers

Mss_gpio Misc.

mss_uart Misc.

hart0 e51.c

har1 U54_1.c

hart2 U54_2.c

Pse_hal Misc.

hal Misc.
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PSE-BLINKY

• Build the project

• Run the “pse-blinky Start-Renode-emulator-and-attach” launch group

• Starts Renode followed by a GDB debug session that connects to Renode

• Loads ELF

• Boots to the E51 hart and sets a breakpoint on the E51 main

• Allow the program to raise two soft interrupts

• These start U54 hart 0 and hart 1

• Run the E51 program and allow it to loop

• Run the “pse-blinky hart1 Attach-to-Renode” debug configuration 

• This connects to the U54 hart and resets its program counter

• Sets a breakpoint on U54 main
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Debug a Bare-Metal PolarFire SoC 
Application with Renode

• Demo
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First Thursday’s 

May 2  - Webinar 1: Discover Renode for PolarFire™ SoC Design and Debug

June 6 - Webinar 2: How to Get Started with Renode for PolarFire SoC

July 4  - Webinar 3: Learn to Debug a Bare-Metal PolarFire SoC Application with Renode

Aug. 1 - Webinar 4: Tips and Tricks for Even Easier PolarFire SoC Debug with Renode

Sept. 5 - Webinar 5: Add and Debug PolarFire SoC Peripherals with Renode

Oct. 3  - Webinar 6: Intro to PolarFire SoC MSS Configuration and Software Flow



Thank You


